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Geographically disaggregated poverty data are vital for better understanding development issues and ensuring development efforts are directed to the places where they are most needed. Poverty has traditionally been measured by data on consumption, income, or assets. However, recent advances in computing power and the emergence of new methods has made it increasingly feasible to produce reliable, cost-effective, and timely poverty maps by extracting features from novel data sources such as satellite imagery, call detail records, and internet connectivity indicators.

This paper explores the methodological implications of using both traditional and novel data sources to generate poverty maps. Specifically, it examines the applications of (i) survey and census data; (ii) Global System for Mobile Communications, smartphone, and Wi-Fi indicators; (iii) call detail records; (iv) daytime and nighttime remote sensing imagery; and (v) the Survey of Well-being via Instant and Frequent Tracking for poverty mapping. Each section provides a brief overview of the data requirements, methodology, and applicability considerations of the data source under consideration. In addition, the paper discusses the usefulness and limitations of each approach in the field of evaluation, providing concrete examples of poverty maps created from each of the listed data sources.
ABBREVIATIONS
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDR</td>
<td>call detail record</td>
</tr>
<tr>
<td>CNN</td>
<td>convolutional neural network</td>
</tr>
<tr>
<td>DHS</td>
<td>Demographic and Health Surveys</td>
</tr>
<tr>
<td>ELL</td>
<td>Elbers, Lanjouw, and Lanjouw method</td>
</tr>
<tr>
<td>G</td>
<td>generation (for internet connectivity; 2G, 3G, and 4G)</td>
</tr>
<tr>
<td>LSMS</td>
<td>Living Standards Measurement Study</td>
</tr>
<tr>
<td>OLS</td>
<td>ordinary least square</td>
</tr>
<tr>
<td>SWIFT</td>
<td>Survey of Well-being via Instant and Frequent Tracking</td>
</tr>
</tbody>
</table>
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INTRODUCTION
Poverty maps provide a granular representation of the spatial distribution of poverty within a country or geographical area. They are increasingly useful tools for evaluative analysis, enabling a more refined assessment of the relevance and effectiveness of development interventions by leveraging new data sources that can serve as informative proxies for subnational poverty levels. Traditionally, poverty maps have relied on survey or census data to derive poverty estimates. The emergence of nontraditional data sources such as satellite imagery, call detail records (CDRs), smartphone metadata, and Wi-Fi connectivity opens new possibilities for achieving more timely and accurate poverty estimates. The high level of disaggregation provided by these sources allows for the visualization of poverty estimates at the household or village level, generating a more nuanced estimation of poverty than many conventional approaches do. Furthermore, comparing poverty estimates at different points in time permits examination of temporal changes in poverty at very high levels of spatial disaggregation.

Poverty maps enable various stakeholders (government officials, program managers, the media, and others) to deepen their understanding of poverty and its determinants, allowing them to target development policies and programs in a more informed manner. They are also particularly helpful in the context of evaluation, allowing evaluators to examine the effects of interventions on the incidence and magnitude of poverty, including changes over time.

As noted above, poverty maps have traditionally relied on survey or census data to derive poverty estimates. This was only feasible where recent and accurate data existed. Data can be outdated or missing, and large-scale data collection efforts can be time-consuming and expensive. For instance, a 2015 World Bank study on the availability of traditional poverty data concluded that there was no meaningful way of monitoring poverty using conventional sources (such as census or survey data) for over a third of the world’s low- or middle-income countries (Serajuddin et al. 2015). This study revealed that among the 155 countries for which the World Bank monitors poverty data, 29 had no poverty data points and 28 had only one poverty data point during 2002–11.
There is therefore an urgent need for cost-efficient rapid tools that can develop up-to-date poverty estimates. The emergence of nontraditional data sources, recent advances in data science and artificial intelligence, and increased computational capacity open new possibilities for using more indirect proxies of poverty to derive accurate and timely poverty maps. Specifically, poverty maps could play a critical role in assessing the relevance of targeting and evaluating program effectiveness by using poverty proxies for spatial counterfactual analysis.

This paper aims to provide guidance on methods to create poverty maps based on different data sources. The methods explored can be categorized in two main groups:

1. **Methods based on either or both household surveys and census data on assets, consumption, expenditures, and access to services.** This category includes methods (for example, small-area estimation and some of its variants) that use data sources such as large-scale surveys. Such surveys include the Living Standards Measurement Study (LSMS) and national household surveys. These approaches primarily apply multivariate statistical techniques to derive poverty estimates.

2. **Methods based on more indirect proxies for poverty estimation, such as remote sensing data, CDRs, and the Global System for Mobile Communications or smartphone subscriptions.** These approaches mostly rely on the application of various machine learning techniques, remote sensing, and geospatial analysis for poverty estimation.

Five data sources and corresponding methods are considered for their potential usefulness for poverty estimation and mapping. Each section includes a brief overview of the data requirements, methodology, applicability considerations, limitations, examples, and helpful references. The purpose of this paper is to show evaluators and other stakeholders how to leverage different poverty proxies to estimate poverty rates in the context of evaluation. Through greater knowledge and use of nontraditional data sources, more temporally and spatially disaggregated estimations of poverty can be produced in a timely and cost-efficient manner. These estimates provide a critical complement to traditional statistics, filling some existing data gaps and improving the understanding of coverage or outreach of policy interventions targeted toward poor and vulnerable groups, and the poverty alleviation effects of these interventions.
Notes

1. For example, poverty maps can identify small pockets of poverty within wealthier areas, information that would otherwise be masked by national poverty averages. Although geolocated survey data offer similar benefits, surveys are more costly to implement and have lower coverage (in time and space) than the aforementioned proxies.

2. Poverty maps also have a broader relevance in the development community at large. They can be used to enhance key policy and programmatic aspects, such as targeting and coordinating strategies at local levels. Timely poverty estimates also aid real-time decision-making during crises, such as pandemics and natural disasters. Although the broader applicability of poverty maps contributes to their overall usefulness and relevance for development programs and policies, this publication focuses specifically on creating and using poverty maps in the context of evaluation.
SURVEY AND CENSUS DATA
Data Availability
Limited by availability of existing data; requires both census and household survey data

Correlation with Poverty Attributes
Income or consumption per household

Cost
Large-scale surveys and census exercises can be a significant portion of an evaluation budget. This method is therefore only possible if existing data are available

Expertise Needed
Multivariate statistics
This section discusses the methodological implications of using traditional data sources such as survey and census data for generating poverty maps.

**Definition**

Household surveys are useful for collecting reliable information on the demographic and socioeconomic characteristics of a population of interest. Data are usually collected from a sample of randomly selected households, and statistical inference is used to estimate population parameters. The LSMS is the World Bank’s flagship household survey program. It focuses on strengthening household survey systems in client countries and improving the quality of microdata to better inform development policies. The LSMS encompasses a multitopic survey that is customized to local contexts and uses best practices in survey methodology. The data collection and data management processes are coordinated by national statistical offices with the support of the World Bank LSMS team.

The Demographic and Health Surveys (DHS) are nationally representative household surveys that provide data for a wide range of indicators, such as population, health, and nutrition. Standard DHS surveys have large sample sizes (usually between 5,000 and 30,000 households) and are typically conducted every five years to allow comparisons over time. The DHS project is funded by the United States Agency for International Development. Household surveys, including the LSMS, DHS, and national surveys, can be used in combination with household-level census data to generate poverty maps. They provide detailed information about key variables contributing to poverty, with census data providing broader geographic coverage of household information.

**Data Sources**

For this method, survey and census data are combined to estimate poverty rates. A typical household survey collects data on a range of dimensions related to household and individual well-being, including but not limited to demographics, education, health, fertility, migration, labor, housing, savings and credit, income, and consumption. Surveys can be customized to a specific country context. Data can be collected via face-to-face methods, remotely, or both (significant innovations in remote data collection were prompted by the coronavirus [COVID-19] pandemic). Country-level implementation
of household surveys relies on instruments such as household, community, price, and facility questionnaires.

Variables on consumption and income can be used to determine the economic status (and poverty levels) of households across a country. These variables can be complemented by other data sources, such as the socio-economic modules included in household surveys, to derive a multidimensional poverty estimate. The concept of multidimensional poverty includes not only the insufficiency of economic resources but also the lack of basic rights (such as access to food, health, housing, social security, and education [CONEVAL 2017]).

Methods

The primary method for estimating geolocated poverty incidence rates using survey and census data is small-area estimation. Small-area estimation refers to a family of statistical imputation techniques that combines census and survey data to derive poverty estimations disaggregated to small geographical units (such as cities, towns, villages, or census divisions).

The creation of poverty maps for small areas is complex. Household survey data typically include income or consumption variables (which are required to derive poverty estimates) but are not representative at lower levels of disaggregation because of insufficient sample sizes. But the opposite is true for census data, which are representative at lower levels but do not usually contain sufficient information on consumption or income. To overcome these data limitations, the small-area estimation method aims to link income or consumption variables from survey data to other variables available in the census, so that they can be applied to census-level units of observation.

Using the small-area estimation method requires both national census data and household survey data (such as DHS, LSMS, or national income-expenditure surveys) for the country of interest. The survey and census data used to apply this method must share a common set of variables (associated with poverty levels). Furthermore, the data sources must be close in time (the accepted gap is three to five years). This is important to ensure that the characteristics of the populations have not significantly changed between the two surveys, since the method relies on the assumption that the estimated model of consumption or income from the survey is applicable to the census-level observations.
The small-area estimation method usually consists of two steps: (i) calibration of a statistical model based on survey data, and (ii) application to the comprehensive census data. In the first step, multiple linear regression analysis is used to estimate a model of household income or consumption based on survey data, restricting the explanatory variables in the model to the subset available in both the survey and the census. In the second step, the estimated model parameters are applied to the census data. The output from these two steps is an estimate of income or consumption for every household in the census. These estimates are then aggregated at the desired geographical level (for example, municipalities, districts, or villages).

Various techniques can be used to conduct small-area estimations. The most commonly employed methods include the ELL method (named after researchers Elbers, Lanjouw, and Lanjouw, [2003]), Empirical Bayes Prediction, Hierarchical Bayes, and Best Linear Unbiased Prediction. The World Bank has been a pioneer in the development of the small-area estimation method for creating poverty maps. Different variations of this technique have been applied to countries such as Albania, Bolivia, Bulgaria, Cambodia, China, Ecuador, Indonesia, Mexico, Morocco, Thailand, and Vietnam (Bedi, Coudouel, and Simler 2007).

Applicability Considerations

In the context of evaluation, the use of household survey data for poverty mapping is fairly limited by the substantial data requirements. Costs for this method vary. If household survey data are not available, data collection costs are likely to be prohibitive for individual evaluations. For example, the LSMS is estimated to cost approximately US$1.7 million per survey per country (commensurate with similar survey efforts by other organizations; see, for example, SDSN TReNDS [2018]). However, piggybacking on existing data from LSMS and national household surveys is quite feasible. LSMS data are publicly available via a database of completed surveys conducted in 38 countries from 1980 to the present.¹ Data access is characterized as (i) direct data access; (ii) public-use data files; or (iii) data available from an external repository. Data sets categorized as direct data access can be downloaded immediately. Data sets categorized as public-use data files can be accessed after registering with the World Bank Microdata Library and applying for access. This application requires a description of the intended use of the data. For data sets categorized as available from an external repository, the World Bank Microdata Library provides links to partners’ websites. In addition, an

¹
access policy is outlined for each data set in the study description; this policy includes the name of a contact individual, access conditions, and citation requirements.

In some countries, national survey data are available and can be used for evaluative purposes. Similarly, the DHS program has been running for over 30 years and has produced over 320 surveys in 90 countries. DHS surveys can be directly accessed from the website of the United States Agency for International Development but viewing and downloading DHS microdata requires registration as a DHS data user.\(^2\) DHS data set access is granted only for legitimate research purposes.

Such analysis can be completed using standard software packages for statistical analysis such as R, Stata, or SPSS. The World Bank has also released a publicly available Stata package, which can be used to conduct small-area estimation.\(^3\) The visualization of the poverty estimates in maps might also require access to geospatial software such as QGIS (open source) or ArcGIS. The application of such estimation techniques requires knowledge of multivariate statistics and data manipulation and processing skills.

Examples

**Example 1: Poverty Maps Using Household Surveys in Brazil**

Elbers, Lanjouw, and Leite (2008) validated the application of the ELL method based on a poverty map of Minas Gerais, a state in southeastern Brazil. This exercise was motivated by the fact that the 2000 Brazil census included additional income information as part of the census data collection procedure: (i) a single question on income of the household head was added to the traditional questionnaire collected from all households, and (ii) a more detailed questionnaire on income was fielded to 12.5 percent of households. These additional data provided an opportunity to compare the predicted poverty estimates produced by the ELL method with the actual household income figures obtained from the census data. For computational ease, the analysis focused on the state of Minas Gerais only.

After examining the estimates in nearly 1,000 municipalities, the researchers concluded that the poverty estimates produced by the ELL method were closely aligned to the actual observed poverty rates in those municipalities. Furthermore, the authors found that confidence intervals for those estimates were moderate.
Example 2: Poverty Maps Using National Household Surveys in Bolivia


The main data sources for this exercise were the National Population and Housing Census of 2001 and household surveys that were conducted through the Program for the Improvement of Household Surveys and the Measurement of Living Conditions and carried out by the National Institute of Statistics in 1999, 2000, and 2001. Data from these sources were combined to obtain a larger sample that could be disaggregated according to the main administrative regions (departments) and areas in Bolivia. The method linked household consumption expenditure with variables measured in the household surveys and the census to impute the missing expenditure data.

Example 3: Multidimensional Poverty Maps Using National Household Surveys in Mexico

CONEVAL (2017) developed a poverty map of Mexico, disaggregated at the municipality level, using the small-area estimation method. A novel element in this case was the use of a multidimensional poverty measure. This estimation was based on a combination of data on economic well-being (income) and social rights (such as access to food, health, education, social security, or dignified housing). Income data were obtained from the Intercensal Survey, and information for the multidimensional measurement of poverty was extracted from the Socioeconomic Conditions Module of the National Survey of Household Income and Expenditure. The study, within the multidimensional approach of measuring poverty, also produced granular estimates on food insecurity and lack of access to social security.

Example 4: Poverty Maps Using Living Standards Measurement Study Survey Data in Nicaragua

Sobrado and Rocha used data from a 2005 LSMS in Nicaragua to create a poverty map of the country (World Bank 2008). The 2005 Census of Nicaragua and the 2005 LSMS were used as data sources, and the authors included only data from questions that were either the same or similar in both the sources of information. The authors then compared the 2005 poverty map with one created in 1995 to identify changes in the distribution of poverty. Through this exercise, the authors found a decrease in the incidence of
poverty and in the poverty gap index for almost all regions of Nicaragua. The authors recommended that policy makers in Nicaragua use the 2005 poverty map as a targeting tool (in addition to other tools) because the map showed both the distribution of poverty and how the distribution had shifted since 1995.

Example 5: Poverty Maps Using Household Survey Data in Ecuador, Madagascar, and South Africa

Gabriel Demombynes et al. (2002) created poverty maps for Ecuador, Madagascar, and South Africa by combining survey and census data. Although the three countries differ significantly in geography, stage of development, and so on, the researchers found that the poverty estimates generated from this exercise were plausible (that is, the estimates generated from the census data matched well with estimates calculated directly from the survey data) and sufficiently precise (that is, at a lower level of disaggregation than was possible through the household survey data alone).

For the Ecuador map, the researchers used data from a 1990 census conducted by the National Statistical Institute of Ecuador and a 1994 household survey based on the LSMS. For the Madagascar map, they used data from a 1993 census conducted by the National Institute of Statistics, a 1993–94 household survey conducted by the Ongoing Household Survey, and data on spatial and environmental outcomes at the fivondrona (communes) level. For the South Africa map, they used data from the 1995 October Household Survey, an Income and Expenditure Survey conducted at approximately the same time, and a 1996 population census.

The researchers examined the extent to which the poverty estimates from the census matched the poverty estimates from the household surveys (at the level represented in the survey). The poverty estimates for Ecuador were relatively close to the results of the census, with all but two regions within 95 percent confidence intervals. The estimates for Madagascar were also relatively close, except for one or two strata that were not well explained by the first-stage regression (for example, the adjusted R^2 for the rural Antsiranana stratum was 0.292, the lowest of any of the models explored). The estimates for South Africa were also deemed satisfactorily close.

Based on these results, the researchers found that across the three countries, the poverty estimates at the census level aligned overall with the household survey estimates, with the standard errors at the stratum level being consistently lower than those derived solely from the household survey data.
The researchers also explored how far the census-based poverty estimates can be disaggregated, using the household survey sampling errors to benchmark acceptable levels of precision. For all three countries, they could generate poverty estimates at the third administrative level with similar levels of precision to the household survey data (at the representative stratum level of the survey). This exercise demonstrated how this method can provide useful information about the incidence of poverty levels across regions.

Notes


2 See the Demographic and Health Surveys data sets: https://dhsprogram.com/data/available-datasets.cfm.

3 The Stata package is available at https://github.com/pcorralrodas/SAE-Stata-Package.
SURVEY OF WELL-BEING VIA INSTANT AND FREQUENT TRACKING DATA
Data Availability
Limited

Correlation with Poverty Attributes
Income, expenditures, or both per household

Cost
Relatively less expensive than traditional data collection exercises

Expertise Needed
Analytic skills (post-survey completion)

Using Survey of Well-being via Instant and Frequent Tracking Data
This section discusses the methodological implications of using Survey of Well-being via Instant and Frequent Tracking (SWIFT) surveys as a data source for estimating poverty. Building on insights from the previous section, the applicability of SWIFT data for generating poverty maps is discussed in this section.

Definition

The World Bank Group’s SWIFT is a rapid assessment tool that estimates household income or expenditures to measure household poverty. SWIFT does not collect direct income or consumption data; instead, it collects poverty correlates such as household size, ownership of assets, or education levels, and then converts them to poverty statistics using estimation models. These poverty correlates are collected through a customized questionnaire consisting of 10–15 questions, which typically takes approximately five minutes to administer (hence, “swift”).

SWIFT survey data are collected through computer-assisted personal interviews, enabling data to be collected using tablets or smartphones and uploaded to a data cloud, making them accessible in real time. Analysts can then download the data and convert them into poverty and distributional statistics.

Data Sources

To derive the survey questionnaires, the SWIFT team develops a model based on household survey data. To ensure optimal results, there should be at least two rounds of highly comparable household survey data (such as the LSMS). These data sets should be no more than five years apart, and at least one of them should be no more than three years old.

Given that these data requirements are not always satisfied, some of the requirements can be relaxed in some cases. First, if the latest survey was carried out within the previous two years or is in progress, the SWIFT team can produce models using only the latest survey data, assuming that consumption patterns did not change significantly since the data were collected. Second, if the latest survey is older than five years, but there is a survey in progress, the SWIFT team can create a questionnaire to include variables that are likely to be in models that will be developed from the new survey.
Based on the model trained on the available survey data, the SWIFT team creates a questionnaire and collects data on poverty correlates, such as household size, ownership of assets, education levels, employment status, and so on, to estimate household income or expenditures. There are several versions of the SWIFT survey, including the classic SWIFT 1.0, which is described here; the SWIFT Plus, which can be used in locations experiencing economic shocks; the SWIFT-COVID19, which is specific to the COVID-19 situation; and the SWIFT 2.0, which can be used when there are no reliable or recent data for the location of interest. SWIFT surveys can also be included in any household survey to incorporate a poverty lens.

Since the SWIFT program launched in 2014, more than 100 SWIFT surveys have been or are being conducted in over 50 countries. However, unlike LSMS data, which are available online in the World Bank Microdata Library, SWIFT survey data are not accessible for public use at this time.

**Methods**

SWIFT relies on the availability of both consumption and nonconsumption data collected through a national household survey. The SWIFT survey model is derived by imputing consumption data based on the consumption data available in the household survey and collecting specific nonconsumption data through a custom questionnaire.

To derive a stable model, a cross-validation exercise is first conducted. The relevant household survey data are split randomly into 10 subsamples (or folds). Nine of these folds are used for training the model, and the remaining fold is used for testing. A model is estimated from nine folds by running a stepwise ordinary least square (OLS) regression, and the performance of the model is evaluated in the remaining fold. Because the remaining fold was not included when the model was trained, no performance indicators in the remaining fold are subject to the problem of overfitting.

This cross-validation exercise is intended to determine the optimal threshold of the p-value for the OLS regression equation. After the selection of the optimal p-value, OLS is applied to the full sample of data to estimate a model. Once the model for estimating household consumption is complete, the next step is to develop the questionnaire to collect nonconsumption data. It is critical that at this stage researchers consider the survey sampling design, as this highly influences the sampling precision of the survey. Finally, poverty rates are estimated using the multiple imputation method. The
accuracy of SWIFT estimations relies on strong underlying models, which in turn rely on the quality and accuracy of the underlying large data sets used when designing the SWIFT survey.

Applicability Considerations

The use and accessibility of SWIFT surveys for poverty estimates is somewhat limited, given the data requirements. For a SWIFT survey, national-level data must be available to identify the poverty correlates the survey will measure. Recent, high-quality data may not be available for all countries.

Further, the SWIFT method is designed to provide poverty estimates for a specific geographic area or target group, such as national poverty estimates or poverty estimates for participants of a particular program. Since these poverty estimates cannot be disaggregated below the target level of the model, SWIFT survey estimates cannot (at this time) be used to develop poverty maps. However, given the method’s light touch and relatively low cost, SWIFT poverty estimates could be useful for assessing poverty in the context of evaluations. Large-scale surveys and censuses are elaborate exercises that require significant resources; the SWIFT method offers an efficient way to obtain poverty estimates in certain contexts.

However, because SWIFT aims to produce models specific to areas and populations in which projects are being implemented, the method is well suited to measure the impact of specific interventions on the income levels of target beneficiaries. Furthermore, given its relatively low cost, SWIFT could be implemented at times to better understand changes in poverty rates. Both of these features make the data well suited to the generation of granular poverty maps in various geographic contexts.

The Bank Group’s SWIFT team provides support to teams interested in using SWIFT surveys in their studies. This support may enhance opportunities to use this method. Given their limited scope, SWIFT surveys cost less than US$100,000 per country to implement and are substantially cheaper than longer survey exercises. SWIFT survey results can be interpreted by applying standard analytical techniques.
Example: Estimating Poverty Rates in Uganda Using SWIFT

Heitmann and Buri (2019) used results from a SWIFT survey in conjunction with CDR data to estimate poverty rates in Uganda as part of a larger study on using satellite imagery to estimate poverty at neighborhood levels. The survey focused on Northern Uganda, covering 9,037 households in the Kar-amoja, Mid-North, West Nile, and Adjumani administrative areas. The location of each household surveyed was geolocated using GPS. The researchers aimed to identify correspondence between CDR and household survey data by matching phone numbers across the two data sources to explore additional methods to predict poverty through CDR data.

The survey responses did not overlap with the CDR data well because of the randomized design of the survey. Of the 9,037 households surveyed, only 222 were also present in the CDR data. The researchers therefore did not have sufficient observations to draw meaningful prediction models from this exercise. They instead used household information aggregated by cell-tower catchment area to estimate poverty rates. Even so, these models had an extremely low explanatory power, with an $R^2$ of 0.01.

The researchers concluded that in such cases, research teams should consider conducting a light-touch baseline survey to understand the general market share of cell phone usage and then design a survey that over-samples in a statically controllable manner to achieve sufficient overlap between survey and CDR data sets.

Notes

1. See the Survey of Well-being via Instant and Frequent Tracking Team web page at https://worldbankgroup.sharepoint.com/sites/Poverty/Pages/SWIFT-06202018-141205.aspx (user ID and passcode required).
GLOBAL SYSTEM FOR MOBILE COMMUNICATIONS, SMARTPHONE, AND WI-FI CONNECTIVITY DATA
Data Availability
Several data sources are publicly available (such as Facebook’s advertising data). Other data sources are proprietary.

Correlation with Poverty Attributes
Household wealth

Using Global System for Mobile Communications, Smartphone, and Wi-Fi Connectivity Indicators

Cost
Low to high, depending on the data and techniques used

Expertise Needed
Statistical analysis or machine learning (depending on the data and method to be used)
This section discusses the methodological implications of using Global System for Mobile Communications, smartphone, and Wi-Fi connectivity indicators as a main data source for generating poverty maps.

Definition

The set of data sources examined here comprises indicators on connectivity (for example, internet speed and network coverage) and technology use (for example, the prevalence of high-end smartphones or certain mobile phone operating systems); this section explores their usefulness in creating poverty maps in different locations. The use of these indicators assumes that connectivity data provide strong predictive information on income levels and can be used to predict the socioeconomic situation in that location. For example, an area with fewer smartphones and lower Wi-Fi connectivity would suggest lower wealth levels relative to an area with a higher prevalence of high-end smartphone use and fourth generation (4G) internet connectivity.

Data Sources

The variables that are particularly useful for this type of analysis include network access (2G, 3G, or 4G networks, Wi-Fi connectivity, and so on), the mobile operating systems used (Android, iOS, Windows), and the brands of smartphone used (Apple, Samsung, Motorola, and so on). Some of this information is publicly available but at different levels of geographic and temporal disaggregation, depending on the country of interest. Additionally, technology companies such as Facebook tend to possess more granular data, which can be extremely useful for this type of analysis. Some of these data are publicly available for research purposes (for example, network coverage maps from Facebook), but data that might identify users remain proprietary and confidential. Such proprietary data may be accessible, however, through an agreement with the owner of the data and a clear statement on its intended use.
Methods

Methods used to generate poverty maps vary greatly depending on the type of data used.

The simplest method, typically applied in the case of models relying only on connectivity data, is ridge regression. Ridge regression is an extension of OLS linear modeling, which is particularly useful for multivariate regression problems where the explanatory variables are suspected to be highly correlated (exhibiting multicollinearity; Hastie, Tibshirani, and Friedman 2009). This method aims to avoid overfitting a model when there are many predictors.

Other approaches apply more complex models, such as convolutional neural networks (CNNs) and transfer learning, to a combination of connectivity data and satellite imagery to derive micro-estimates of wealth (Chi et al. 2021). CNNs are deep-learning algorithms that assign weights to various features of an image. Transfer learning is a machine-learning method in which a model developed and trained for a task is reused as the starting point for a model on a different task. Transfer learning approaches have the advantage of reducing the time and computing resources needed to train a new model.

Applicability Considerations

There is some potential for the use of connectivity data in the context of evaluation. Publicly available data (such as Facebook’s advertising data) can be used to create poverty maps through relatively simple techniques (such as regression analysis) and that do not require specialized software or additional computing resources. Research on the use of connectivity data, however, is still incipient and fairly limited, and therefore the limitations of these models are not yet fully understood. Preliminary research suggests that this modeling approach performs better in urban areas and is highly dependent on penetration rates.2

Another method uses Facebook’s poverty estimates—derived using the method described under Example 2 below—which are publicly available in a tabular format for 135 countries at a very granular spatial resolution. But these estimates are only available for 2021. The method could be replicated for other years; however, this would require access to Facebook’s proprietary data, and substantial expertise in machine learning and appropriate computing resources to run image-based models.3
Examples

Example 1: Poverty Maps Using Facebook's Publicly Available Advertising Data

Fatehkia, Coles et al. (2020) developed a model using Facebook advertising data to estimate household wealth in India and the Philippines. The authors used the Facebook Marketing Application Programming Interface to query the number of Facebook users matching certain criteria to obtain insights into the spatial distribution of users by device type (for example, iOS, Windows, Android), access to connectivity (for example, 2G, 3G, 4G, Wi-Fi), and use of high-end devices (the latest releases of Apple iPhones and Samsung Galaxy phones).

The Facebook Marketing Application Programming Interface only provides an estimate of the monthly active users matching the specified criteria at different levels of geolocation (the most disaggregated level is the city level). In addition to Facebook penetration data, the fraction of users in each location with access to these different features was computed using a ridge regression approach, with the assumption that these insights provide signals on the underlying distribution of poverty. For comparison, the authors also collected nighttime and daytime satellite data, which were processed using CNNs to extract relevant features. The estimates obtained by this model were validated against a wealth index, which was constructed using principal component analysis based on data from the DHS.

In the case of the Philippines, the authors concluded that a model featuring Facebook data performed roughly similarly to a model based only on satellite data (with slightly better performance in urban areas). This conclusion is important because models based on Facebook’s public data are considerably simpler to implement than models using satellite data. In India, however, where Facebook penetration is lower, satellite data performed better.

Example 2: Poverty Maps Using Facebook’s Proprietary Connectivity Data

Chi et al. (2021) developed the first micro-estimates of wealth that cover the populated surface of all 135 low- and middle-income countries at 2.4 kilometer resolution. The estimates were generated by applying machine-learning algorithms to vast and heterogeneous data from satellites, mobile phone networks, topographic maps, and aggregated and anonymized connectivity data from Facebook. Data sources included road density, land cover, elevation, slope, precipitation, population, nighttime lights, satellite imagery, and specific features derived from Facebook’s proprietary data.
The authors found the resulting estimates of wealth to be quite accurate. Depending on the method used to evaluate performance, the model explained 56–70 percent of the actual variation in household-level wealth in low- and middle-income countries. In particular, information on mobile connectivity was highly predictive of subregional wealth, with 5 of the 10 most important features in the model related to connectivity.

This approach was further validated on “ground truth” measurements of wealth from DHS and local or regional surveys, where available. This validation was conducted using spatial markers in the survey data to link each village to the various data sources used in the study. Considering the impact of the COVID-19 pandemic on the launch of new development interventions and the importance of detailed wealth estimates for better targeting, Facebook has provided free access to these estimates for public use.

Notes


2 The fraction of users of each product (such as smartphones or Wi-Fi) varies greatly across countries and tends to be higher in urban areas. Penetration rates are typically computed as the ratio of users to the estimated population of the area of interest. If the penetration rate is low, the data might not be representative of the entire population. More important, the association with poverty levels is significantly weaker in such cases.

3 The following geographically disaggregated data from Facebook require a license or are restricted: number of cells towers, number of Wi-Fi access points, number of mobile devices, number of Android devices, and number of iOS devices.

4 Indeed, based on the strength of these results, the government of Nigeria is using these estimates as the basis for social protection programs. Likewise, the government of Togo is using these estimates to target mobile money transfers to hundreds of thousands of the country’s poorest mobile subscribers.

5 The estimates can be found and downloaded from the Humanitarian Data Exchange website: https://data.humdata.org/dataset/relative-wealth-index.
CALL DETAIL RECORD DATA
Data Availability
Proprietary data. For some countries (for example, Senegal) there might be publicly available anonymized data.

Correlation with Poverty Attributes
Asset-based wealth and consumption-based wealth per household.

Cost
Low

Expertise Needed
Data processing, geospatial analysis, machine learning.
This section discusses the methodological implications of using CDRs as a data source for generating poverty maps.

**Definition**

CDRs obtained from mobile network operators provide highly granular real-time data that can be used to assess socioeconomic behavior, including consumption, mobility, and social patterns. CDRs have been successfully used to predict poverty in some countries with (i) models that attempt to predict welfare based on call activity only, and (ii) combined models that use telephone data and remote sensing covariates.

**Data Sources**

CDR data include encrypted user ID, location area code, cell ID, time stamp, and event ID. Location area code and cell ID jointly determine the geographical location (coordinates) of the cell tower. The event ID records the type of the transaction: call in, call out, text messaging, and web browsing. In addition, researchers can typically infer the type of phone in use (including the brand), the vendor, the model, and the system. This information can be used as a proxy for the user’s disposable income. For the purpose of poverty mapping, CDRs can be used in conjunction with other poverty estimates or satellite imagery (daytime, nighttime, or both).

**Methods**

Raw CDR data are typically noisy and require preprocessing before they can be analyzed. Once cleaned, CDRs can be used to create geographical segments by constructing Voronoi polygons or grids at the desired resolution level. Estimating poverty rates from CDR features is an example of a supervised machine-learning problem, one in which input data are used to predict known outputs—in this case, CDR features and poverty rates. Once the model is built, it can be applied to new input data for which the corresponding output is unknown. In this case, the unknown output would be either different geographies or different points in time. Supervised machine-learning problems are either classification based, in which the output variable is one of a discrete set of classes (for example, poor or not poor), or regression based, in which the output variable is a continuous real number expressed as a decimal, ratio, or percentage.
Applicability Considerations

The use of CDRs for poverty mapping in the context of evaluation is fairly limited. Although these data can be obtained at zero or low cost, CDRs are largely proprietary and can be accessed only through an agreement with mobile network operators. Furthermore, to ensure the representativeness of data, agreements are needed with multiple mobile network operators with coverage in the area of interest. Some countries, however, have made anonymized CDR data sets publicly available (for example, Senegal); in these instances, there may be greater opportunities for using CDRs for poverty mapping.

Some specific expertise is needed to derive poverty maps from CDRs, including experience in advanced data cleaning and manipulation and in geospatial analysis. No advanced computing resources are likely to be needed. All parts of the analysis can be completed with a combination of Excel, Python, or R (open source), and geospatial software such as QGIS (open source).

Examples

Example 1: Guatemala Poverty Map

The World Bank conducted a CDR analysis focused on five administrative departments in the southwest region of Guatemala, using mobile phone data to predict observed poverty rates and generate poverty maps. The study used encrypted CDR data for August 2013, aggregated at the municipality level. To test the validity of the CDR analysis, the findings were compared with World Bank poverty estimates based on Guatemala’s National Living Conditions Survey for 2006 and 2011 and the 2002 Population and Housing Census.

The findings from the study indicate that CDR-based research methods may replicate poverty estimates obtained from traditional forms of data collection at a fraction of the cost. Although the poverty estimates produced by CDR analysis did not perfectly match those generated by surveys and censuses, the results show that more comprehensive data could greatly enhance their predictive power. CDR analysis has especially promising applications in low-income countries where limited fiscal and budgetary resources complicate the task of survey data collection.
Example 2: Rwanda Poverty Map

Blumenstock, Cadamuro, and On (2015) constructed a poverty map of Rwanda using an anonymized database containing records of billions of interactions on Rwanda’s largest mobile phone network. These data were complemented with follow-up phone surveys of a geographically stratified random sample of 856 individual subscribers, which included questions regarding asset ownership, housing characteristics, and several other basic welfare indicators. Given the geographic information contained in the CDR data, the authors were able to map each data point to small divisions created using Voronoi polygons. The data were analyzed using a supervised-learning algorithm to generate wealth predictions at a very fine degree of spatial granularity. Out-of-sample predictions were generated for the characteristics of the remaining 1.5 million Rwandan mobile phone users who did not participate in the survey. By comparing the model’s results with other sources of data, the study showed that CDR data were predictive of individual-level asset-based wealth in Rwanda.

In 2018, Blumenstock expanded this analysis by applying a simplified version of the previous model to Afghanistan. The objective was to demonstrate the accuracy of a model that could be replicated and generalized to different countries. The study relied on several rounds of interviews with 1,234 Afghan citizens. As in the case of Rwanda, each respondent’s survey responses were matched to their corresponding CDRs. The simplified model was applied to both Rwanda and Afghanistan with results similar to those observed in the original model. The author further investigated whether a model trained with data from one country (in this case, Rwanda) could be used to predict the wealth of a different country (Afghanistan). However, the results were only slightly better than those that would be obtained by random guesses, indicating the need to retrain the model with country-specific data.

Notes

1 Voronoi polygons partition a plane into regions proximate to items or objects within a defined set.
DAYTIME AND NIGHTTIME REMOTE SENSING IMAGERY DATA
Using Remote Sensing Imagery Data

Data Availability
Low- or medium-resolution satellite data are publicly available. The highest-resolution data must be purchased from specialized vendors.

Correlation with Poverty Attributes
Household expenditure or household wealth

Cost
Additional computing resources (for example, a graphics processing unit) might be needed

Expertise Needed
Remote sensing, machine learning
This section discusses the methodological implications of using remote sensing imagery as a data source for generating poverty maps.

**Definition**

Remote sensing is the process of observing, monitoring, and detecting the physical characteristics of an area from a distance, using sensors located in aerial platforms (such as satellites, aircrafts, and drones). For generating poverty maps, the most commonly used type of remote sensing data are satellite data, including both daytime and nighttime data. Both types of satellite images have a raster data format, and therefore consist of a numerical gridded representation, where each cell of the grid is associated with a specific geographical location.

A considerable advantage of this type of data is its large temporal and geographic reach. Daily satellite images are available from reliable sources for the whole world from approximately the 1980s to the present. Furthermore, satellite data can be disaggregated into small areas—such as cities or villages—depending on the image resolution. This results in consistent and comparable data suitable for conducting meaningful comparisons across time and geographies.

**Data Sources**

Low- or medium-resolution daylight satellite imagery data are available from government programs such as Landsat (National Aeronautics and Space Administration / United States Geological Survey) and Sentinel (European Space Agency) from 1972 onward. Although these data are collected daily, images with high cloud coverage are typically discarded. Higher-resolution satellite data are available for purchase from specialized vendors, but publicly available satellite data are typically sufficient to generate poverty maps.

Most common sources of nighttime satellite data include the Defense Meteorological Satellite Program, available for 1993–2017, and the Visible Infrared Imaging Radiometer Suite, available for 2012 to the present. These data sets provide an estimate of radiance, defined as a stable measure of brightness as seen from space, filtered to remove extraneous features such as biomass burning and aurora. Nighttime light data are available in different series, depending on the sensor that was used to capture the image. Although data from different series can be combined to perform time series analysis, this requires prior calibration of the data.
Methods

There are essentially three types of models that use machine-learning techniques to derive poverty proxies using remote sensing (for example, satellite image) data. The simplest is a feature-based prediction model that uses quantifiable geospatial features (such as the number of buildings in a region, the length of roads, or points of interest). This type of model typically relies on random forest regression to generate a prediction.¹

The second type of model is an image-based prediction model that extracts geospatial features directly from remote sensing imagery. These models rely on deep-learning algorithms such as CNNs, which are particularly suited to working with images.² The third type of model combines the two approaches described above: geospatial features are combined with satellite imagery to estimate a poverty-related proxy.

Applicability Considerations

There is strong potential for the use of satellite imagery to derive poverty maps in the context of evaluation. Both daytime and nighttime satellite imagery data are freely available from reliable sources at a low or medium resolution, which is sufficient to create poverty maps. However, a higher level of expertise is needed to develop poverty maps using satellite imagery. This includes experience in manipulating Earth observation data, machine learning (specifically deep learning and CNNs), and programming.

Additional computing resources (such as access to graphics processing unit clusters) might be needed to use this approach, especially when using CNNs. Access to graphics processing unit clusters must be purchased, with plans typically priced per hour of use.

All parts of the analysis can be completed with a combination of Excel, Python (open source), and geospatial software such as QGIS (open source). Different research centers have also made publicly available the Python code used to create their poverty maps, which would be an excellent starting point for developing new maps.³
Examples

Example 1: Poverty Maps Using Geospatial Features

Tingzon et al. (2019) developed a poverty map of the Philippines using geospatial features extracted from OpenStreetMap (a crowdsourced online mapping platform). The features used in the model included roads, buildings, and points of interest (such as parks, schools, hospitals, and cinemas). These features were extracted within a 5 kilometer radius for rural areas and a 2 kilometer radius for urban areas.

A random forest regression model was trained on these features, both separately and jointly, to predict socioeconomic well-being. The authors found that using roads, buildings, or points of interest alone already explained 49–55 percent of the variance, with roads being the best predictor ($R^2 = 0.55$). Training a model on all three types of OpenStreetMap features resulted in a slightly higher $R^2$ value (0.59). Furthermore, the authors tested the performance of the model by adding nighttime lights data. This resulted in an increased $R^2$ (0.63) for wealth prediction.

Example 2: Poverty Maps Using Satellite Imagery

Yeh et al. (2020) trained deep-learning models to predict survey-based estimates of asset wealth across approximately 20,000 African villages using temporally and spatially matched multispectral daytime satellite imagery and nighttime lights data (30 meter per pixel Landsat and < 1 kilometer per pixel nighttime lights imagery). The authors trained a CNN—ResNet 18 architecture—to predict village- and year-specific measures of wealth. The main objective was for the machine-learning model to identify those features present in daytime and nighttime satellite imagery that are predictive of asset wealth.

The study found that a deep-learning model trained on this type of imagery data can explain approximately 70 percent of the spatial variation in asset wealth across Africa and up to 50 percent of the changes in wealth over time when aggregating the village-level data to the district level. Notably, CNNs trained only on nighttime lights or only on multispectral daytime imagery performed similarly to each other and almost as well as the combined model, suggesting that these two inputs contain similar information, at least for predicting spatial variation in wealth in Africa. This model also outperformed simpler models based only on geospatial features.⁴
But deep-learning models tend to be less interpretable than other machine-learning approaches. Deep neural network constructs typically combine multiple hidden layers and neurons, resulting in millions of features. From the perspective of human interpretability, it is very difficult to track the complex interactions that occur among the features underpinning the model’s output. Although there have been advances in the academic literature toward more interpretable models (through fields such as interpretable artificial intelligence), deep-learning models continue to be considered a “black box.”

Example 3: Poverty Maps Using a Combination of Geospatial Features and Satellite Imagery

Puttanapong et al. (2020) developed a model to predict the spatial distribution of poverty in Thailand based on the integration of multiple data sources, including geospatial features and features extracted from satellite imagery. Specifically, the study used the following sources: land surface temperature, normalized difference vegetation index, intensity of lights, geocoded data on built-up and non–built-up areas, geocoded human settlement data, land cover maps, and crowdsourced data from OpenStreetMap (road count, road length, points of interest, and built-up areas).

The study applied several computational techniques to examine the relationship between geospatial features and the proportion of people living below the poverty line using conventional methods of estimating poverty levels. The methods applied in the study included generalized least squares, neural networks, random forest, and support vector regression. Results suggested that intensity of night lights and other variables that approximate population density are highly associated with the proportion of an area’s population who are living in poverty. The random forest technique yielded the highest level of prediction accuracy among the methods considered in this study, perhaps because of its ability to fit complex association structures even with small- and medium-size data sets.
Notes

1 Random forest is a supervised machine-learning algorithm that combines predictions from multiple decision trees using an ensemble approach.

2 Deep learning encompasses supervised machine-learning algorithms, which mimic the structure of the human brain by using multilayered neural network architectures.


4 A similar approach has been developed by Stanford University’s Sustainability and Artificial Intelligence Lab, which has been tested across several African countries (Jean et al. 2016). Other studies have also built on this approach, such as Babenko et al. (2017), Tingzon et al. (2019) and Heitmann and Buri (2019).
CONCLUSIONS AND SUGGESTIONS
This paper explores both traditional and novel methods that can be used to derive geographically disaggregated poverty estimates and poverty maps. Granular and up-to-date poverty data are critical for responding to questions regarding the relevance and effectiveness of policy interventions in the context of evaluation. The approaches outlined above provide a brief overview of some of the data and methodological alternatives that can be used to generate cost-efficient poverty maps.

Many of these methodological options can be derived using publicly available data and existing resources at a relatively low cost. This is an important consideration given that traditional in-the-field poverty data collection for a country or an area of interest is expensive and time-consuming.

Finally, this paper also introduces some readily available resources in the form of data sets that can be directly used to plot detailed poverty maps (such as the wealth index jointly developed by Facebook and University of California, Berkeley) or code repositories that provide all the implementation details that are essential to replicate some of the methods described herein.


